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Abstract

Unsteady convective heat transfer in turbulent pipe flow has been computationally investigated, by means of transient simulati
different turbulence models. The transient analysis was preceded by a steady-state study, where no substantial differences in the perform
of the considered two-equation turbulence models were observed. In the transient analysis, the main emphasis has been place
Reynolds number, two-equation turbulence models, augmented by the wall-functions approach. Two-layer-zonal models, which donot utilize
the wall-functions approach have also been considered for some cases. Step-like, pulse-like and sinusoidal perturbations of the
various Reynolds numbers have been analysed. Results have been compared with measurements. It has been observed that som
the considered configurations could be predicted. On the other hand, some aspects such as the delay of the transient response of
flux to the flow rate changes could not be predicted well.
 2004 Elsevier SAS. All rights reserved.
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1. Introduction

Unsteady convective heat transfer in pipes is an imp
tant feature in a broad range of engineering devices. An
proved understanding of the underlying mechanisms wo
further contribute to the design of such practically import
devices as automotive engines and pulse combustors [1
enhancement of the effectiveness of heat exchangers by
unsteadiness has also been suggested [2]. A detailed u
standing of the transient convective heat transfer is impor
not only for the insight it provides to the mean heat trans
problem, but also in its own right, where it might find a
plication, for example, in the design of inlet manifolds
automotive engines [3].

In analysing fluid flow problems, Computational Flu
Dynamics (CFD) based simulation procedures have ga
such maturity, within the last decade, that they are now co
sidered to be an indispensable analysis and design to
a wide and ever-increasing range of applications. The c
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vective heat transfer has also been analysed intensivel
computational methods [4,5]. As numerical predictions
flow and heat transfer problems principally exhibit inaccura-
cies to some extent, quite often due to the turbulence m
elling, the issue of turbulence model validation has occup
a central role in the computational analysis of flow proble
Validation of computational procedures for the convec
heat transfer was already performed by several authors [
However, in such studies, the main emphasis was lying
the steady-state problems. On the other hand, validatio
prediction procedures for the transient convective heat tran
fer has received comparably less attention. This is the s
of the present investigation.

In the present study, the convective heat transfer in
steady turbulent pipe flow has been investigated comp
tionally, by means of transient simulations, and the res
have been validated by comparisons with the recent exper
ments of Barker and Williams [8].

2. Modelling

For the numerical investigations, the general purp
CFD code Fluent [9] has been used as the basis, w
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Nomenclature

Nu Nusselt number
Pr Prandtl number
q wall heat flux
q̄ time-averaged wall heat flux
Re Reynolds number
t time
T temperature
u axial velocity
Uc centerline velocity
y distance to the wall

y+ non-dimensionalizedy (y+ = y
ν

√
τw

ρ
)

Greek symbols

µ dynamic viscosity
ν kinematic viscosity
ρ density
τw wall shear stress

Subscripts

T turbulent
L laminar
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utilizes a finite volume method to discretize the govern
equations, and a pressure-correction formulation to ha
the velocity-pressure coupling. Ensemble averaged (a
aged over a large number of repetitions) continuity, Nav
Stokes and energy transport equations have been solve
the incompressible, unsteady, 2D, axisymmetrical, turbu
pipe flow.

2.1. Mathematical modelling

Second moment closure turbulence models [4] are
necessarily required by the rather clearly arranged fl
dynamics of the pipe flow. Since we also primarily aim
validate models, which can rather easily be used in prac
applications, i.e., which do not necessarily imply a very h
computational overhead, theattention has been focuse
in the present study, on the validation of two-equati
turbulent viscosity models.

Different two-equation turbulence models, namely
standardk–ε model [10], the RNGk–ε model [11], and
the realizablek–ε model [12] have been used. For comp
ison, a one-equation turbulence model [13] has also b
used in the steady-state analysis. The modelling of the n
wall region is especially important in convective heat tra
fer problems. Several formulations including standard [
or non-equilibrium [14] wall-functions (for bypassing thi
region adopting logarithmic wall-functions), and two-lay
zonal methods (adopting low Reynolds number amendm
[15] to accurately resolve the near-wall region) have b
considered. Although the two-layer-zonal methods prin
pally offer a more accurate treatment of the near-wall
gion, their application in solving practical problems has s
remained quite restricted. This is due to the fact that
very fine grid resolution of the near-wall region, requir
for an adequate application of such models, increases
computational overhead considerably, especially for three
dimensional problems, which would additionally be
creased, in transient problems. Thus, due to their import
in practical applications, theattention has been focused
the high Reynolds number two-equation turbulence m
els adopting a wall-function approach, in the transient p
r

-

of the present study, whereas two-layer-zonal methods
also been considered for some cases.

The solution domain of the considered 2D, axisymme
pipe flow is geometrically quite simple, which is a rectan
on thex–r plane, enclosed by the inlet, outlet, symme
and wall boundaries. On walls, no-slip conditions were u
for the momentum equations. The wall boundary condition
for the energy equation was a constant temperature
accordance with the considered experiments.

The applied boundary condition at the inlet was the p
scription of the measured velocity and temperature, whe
spatially constant profiles were assumed. The inlet velo
values have been derived from the given Reynolds numb
Inaccuracies due to an eventualuncertainty in the shape o
the inlet velocity profiles were not expected to play an
portant role, since all measurements were carried out
cross-section, placed sufficiently downstream from the
let (at a distance of approx. 40 pipe diameter), so that q
fully-developed conditions should be expected at the m
suring station. For transient cases, the inlet velocity
varied in time, as prescribed by the experiments. The
let boundary condition was the so-called “outflow” con
tion, which implies zero-gradient conditions at the out
As discussed above, given that the pipe is long enough
should be quite convenient for the momentum equation
the present arrangement, this has also been expected
a reasonable condition for the energy equation. As a fur
modelling strategy, a total pressure specification at the
let and a static pressure specification at the outlet were
used as boundary conditions for the momentum equation
in some computations. No measurements of the turbul
quantities were available. Thus, the inlet boundary cond
tions for the turbulence quantities were derived assum
a turbulence intensity of 4% and a macro mixing length
30% pipe diameter. Although these values suffer under s
uncertainty, we assume that thepossible inaccuracies intro
duced by this choice would not substantially deteriorate
predictive capability. Since the measuring station is quite
away from the inlet, as mentioned above, an equilibrium
bulence would rather be expected there, where the inlet
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ues of the turbulence quantities and uncertainties in thei
timation should not be playing a major role.

In defining the material properties of the air, const
values were prescribed, which corresponded to an ave
temperature value, which was defined as the arithm
average of the wall temperature and the estimated bulk
temperature at the measuring station. Since the temper
difference between the wall and the fluid was rather sm
i.e., about 25–30◦C, it was considered that the neglecting
the temperature dependency of the material properties w
not lead to an important loss of accuracy.

2.2. Numerical modelling

The solution domain has been prescribed to be a
five pipe diameters longer than the actual pipe length,
minimising possible upstream disturbances at the measu
station due to the prescribed numerical outlet bound
condition.

The solution domain was discretized by a structured g
The number of computational cells were tried to be adjus
in an optimal way according to the Reynolds number and
turbulence model used, and for achieving grid indepen
results. The computational cells used in the radial direc
varied between the minimum value of 10 and maxim
value of 70, in all cases considered.

In using the two-layer-zonal model, the wall-layer nee
to be resolved sufficiently fine. For these computations,
near-wall cell of the grid was placed at a location where
non-dimensional wall-distancey+ is smaller than 1.0. Then
a smooth grid expansion towards the pipe axis was app
which, however, allowed at least 5 cells for the resolut
of the viscous sub-layer, which is theoretically defined
y+ � 5.

In using the wall-functions approach, it must be ensu
that the near-wall cell is sufficiently far away from the wa
It is generally recommended that the conditiony+ � 30
should be fulfilled for the near-wall cell. However, o
experience [16] indicates that the accuracy of the w
functions start to show a remarkable deterioration bey
y+ < approx. 12. Thus, in designing the present grids,
condition ofy+ � 30, was preferably fulfilled. However, th
condition of y+ � 12, was also allowed in some extrem
cases, where, otherwise a too coarse overall grid w
result. Since the non-dimensional wall distancey+ varies
with the Reynolds number, the fulfilment of the abov
mentioned conditions for near-wall cells resulted in differ
grids, for different Reynolds numbers, with different numb
of cells in the radial direction. Using the wall-function
basically a uniform grid spacing was applied in the rad
direction. This, however, implied a too coarse resolution
the radial direction, for low Reynolds numbers, when
wall-function requirements for the first near-wall cell a
fulfilled. For such cases, the grid was refined in the c
region (i.e., in the whole radial domain, except the near-w
cell), in order to have at least 10 cells in the radial directi
e

while keeping the first near-wall cell sufficiently away from
the wall.

The number of cells used in the axial direction var
between 200 and 400. The grid was refined near the i
for capturing the locally high axial gradients in the en
region of the developing flow. This was followed by
equidistant spacing. Approximately 200 cells in the ax
direction were found to be sufficient for grid-independ
solutions. However, this number was increased for the c
with too fine radial grid resolution, for avoiding too larg
cell aspect ratios.

Second order schemes were used for the spatial
cretization of the governing equations, for attaining a h
numerical accuracy.

The equations have been integrated in time using an
plicit procedure, using a constant time step for each c
However, the time step has been varied from case to c
according to the characteristics of the case considered. Sim
ilar to a grid independency study for finding out the n
essary spatial resolution, transient runs with different t
steps were performed for finding out the necessary temp
resolution. In several test runs, it has been found for the
of sinusoidal perturbations, that a discretization of a pe
by approximately 60 time steps is sufficiently accurate. N
ertheless, for the computations presented, a period was d
cretized even by a greater number, i.e., by 80 time steps
ensuring sufficient accuracy for all cases. All unsteady c
putations have started with the steady-state solution a
initial condition. For the case of sinusoidal perturbations,
tention has been paid for the development of full periodic
before comparing the results with the experiments. Star
from a steady-state solution and perturbing it by a sinuso
oscillation of the inlet conditions, a sufficient periodicity
the flow at the pipe exit has been observed after abou
cycles. However, for excluding any uncertainty, at least
cycles have been computed for each case.

3. Results

As the experimental basis, the recent transient conve
heat transfer measurements of Barker and Williams
have been utilized. In these experiments, the unste
turbulent pipe flow subject to sinusoidal perturbations
different amplitudes (8–80%) and frequencies (0.5–30
was investigated. Additionally, non-sinusoidal changes
the mass flow rate were also considered. The Reyn
numbers based on the time average velocity were var
between the values 8000 and 30 000. The walls of the
were held at the constant temperature of approx. 80◦C
by means of two heaters (one for the main length,
for the test section), which were controlled independen
using proportional integral differential controllers. Transi
measurements of the velocity, temperature and the wall he
flux were performed. A sketch of the experimental set-up
Barker and Williams [8] is shown in Fig. 1.
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Fig. 1. Sketch of the test rig (left: sinusoidal perturbations, right: step changes) [8].

Table 1
Empirical and predicted Nusselt numbers

Re = 8000 Re = 30000

Empirical Nusselt numbers:

Nu, empirical 26.5 76.4

Predicted Nusselt numbers according to the turbulence model:

Standardk–ε, standard wall funct. 28.6 (+8%) 75.0 (−2%)

Standardk–ε, non-equilibrium wall funct. 28.0 (+6%) 74.6 (−2%)

RNG k–ε, standard wall funct. 29.4 (+11%) 78.2 (+2%)

RNG k–ε, non-equilibrium wall funct. 28.8 (+9%) 77.4 (+1%)

Realizablek–ε, standard wall funct. 28.2 (+6%) 71.9 (−6%)

Realizablek–ε, non-equilibrium wall funct. 27.7 (+5%) 72.2 (−5%)

Spalart–Allmaras, vorticity based prod., st.wall f. 15.6 (−41%) –
Spalart–Allmaras, strain based prod., st. wall f. 15.6 (−41%) –
Standardk–ε, two-layer zonal near-wall model 29.1 (+10%) 79.4 (+4%)
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The velocities and temperatures were measured us
hot-wire anemometer and a cold-wire resistance thermo
ter, respectively. The heat flux at the wall was measured
a sensor, based on the principle of finding the tempera
difference over a known thermal resistance [8]. The m
surements were performed at a test section near the pipe ex
The basic measured quantities displayed in [8] were the
treline flow velocity and the wall heat flux at the test secti

3.1. Steady state analysis

Before starting with the transient analysis, the stea
state heat transfer in turbulent pipe flow has been analyse
The steady-state analysis has been carried out for two
treme mean Reynolds numbers of the transient experim
i.e., for Re = 8000 andRe = 30 000. Steady-state resu
were not presented in the experiments [8]. However, it
been found that it would be useful to compare the pre
tions with the available correlations. For the convective h
transfer in steady-state, turbulent pipe flow under fully
veloped conditions, there are several correlations in the
erature [17,18].
-
,

We consider here the following correlation, which, w
also considered in [8], as a basis for some analysis of
experimental results.

Nu = 0.023Re0.8Pr0.4 (1)

Empirical Nusselt numbers obtained by Eq. (1), for
steady-state, fully developed turbulent pipe flow, forRe =
8000 andRe = 30 000 are displayed in Table 1. Howev
sinceRe � 10 000 was declared [18] as the validity ran
of Eq. (1), the value forRe = 8000 (Table 1) may be consid
ered to be less reliable. The predicted Nusselt numbers u
different turbulence models, for the steady-state, fully de
oped turbulent pipe flow, forRe = 8000 andRe = 30 000 are
presented in Table 1, as well, where percentage devia
from the empirical values are also indicated in brackets.

One observes that the one-equation Spalart–Allm
model, used only forRe = 8000, adopting wall functions fo
the near-wall flow, predicts quite different values compare
to the other models, which are obviously erroneous. T
may be attributed to the fact that the model is origina
a low-Reynolds-number one, and should be expecte
deliver better results, using a sufficient grid resolution n
the wall, instead of adopting the wall functions. It c
be observed that forRe = 8000, all models over-predic
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Fig. 2. Transient response to a step change in flow rate, left: centreline velocity, right: wall heat flux (p: predictions,m: measurements).
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the empirical value, where the RNGk–ε model shows the
highest deviation.

For Re = 30 000, the RNGk–ε model and the standar
k–ε model with two-layer-zonal near-wall model contin
to over-predict the empirical value, whereas the others sho
an under-prediction. Furthermore, it can be observed
the use of “standard” or “non-equilibrium” wall function
does not have a substantial influence on the results.
can also observe that this influence is somewhat greater f
Re = 8000 than forRe = 30 000.

Direct experimental results were not available in [8],
the considered steady-state test cases. Thus, a very sp
conclusion on the performance of the turbulence models
not be drawn based on the present comparisons. Neve
less, one may generally conclude that the considered
equation models perform similarly well forRe = 30 000,
within a deviation range of approx.±5% from the empiri-
cal value.

3.2. Transient analysis

In the transient analysis, the standardk–ε model with
non-equilibrium wall functions has been used as the b
model. For some cases, other turbulence models inclu
the one with two-layer-zonal near-wall treatment have a
been employed, for investigating possible accuracy improve
ments.

3.2.1. Response to step changes
The transient responses of the centreline velocity and

wall heat flux at the test section, to a sudden reduction o
mass flow rate are shown in Fig. 2, where the predictions
compared with measurements [8].

For the velocity, the small “jump” after the sudden r
duction has not been predicted. This, can, however, be
to the fact that the computations model an ideally “st
wise” sudden reduction of the flow rate, whereas the
transience might be deviating from that. Clearly, the vel
ity drop causes a drop in the wall heat flux as indicated
c

-

predictions and measurements. The predictions show a m
steeper reduction in time, whereas the reduction indicated b
measurements is slower, causing a discrepancy, especial
for the first 0.1 seconds. This discrepancy is expected
least partially, to be caused by the above-mentioned be
iour of the velocity. After about 0.1 seconds, the predic
value of the wall heat flux is rather close to the measu
ments, with a slight under-prediction.

3.2.2. Response to pulse-like changes
Transient responses of the centreline velocity and the

heat flux, at the test section, to pulse-like changes in the
rate, are shown in Fig. 3, for three Reynolds numbers of
undisturbed flow, namely forRe = 8000,Re = 13 500 and
Re = 18 000.

For, Re = 8000, the predicted and measured heat
curves do not agree very well. The predicted peak h
flux values agree rather wellwith the measurements, fo
Re = 13 500 andRe = 18 000. The experiments show
delay between the peak of the velocity and the peak
the heat flux, which is more significant at low Reyno
numbers, but tend to become smaller for higher Reyn
numbers. This delay has been strongly under-predi
by the simulations, which indicate a nearly simultane
occurring of the velocity and heat flux peaks. Consequent
as far as this aspect is concerned, the agreement bet
the predictions and measurements, turns out to be bette
Re = 18 000.

3.2.3. Response to sinusoidal perturbations
Sinusoidal oscillations of the flow rate have also been

vestigated for the mean Reynolds number ofRe = 10 500
and the sinusoidal frequency of approximately 3 Hz. Diff
ent relative amplitudes of the oscillations, namely 10, 30
and 80% have been considered.

Computation of oscillating cases with high amplitud
puts additional demands on the turbulence models
grids used. One must take care that the conditions for
application of wall-functions, or, for the two-layer-zon
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Fig. 3. Transient response to pulse-like changes. above: centreline velocity, below: wall heat flux, left:Re = 8000, middle:Re = 13500, right:Re = 18000 (p:
predictions,m: measurements).

Fig. 4. Predicted radial profiles at measuring station for temporally minimum flow rate of 80% relative amplitude, left: viscosity ratio (µT /µL), middle: axial
velocity, right: temperature, 1: Std.k–ε, std. wall-functions, 2: Std.k–ε, non-equilibrium wall-functions, 3: Std.k–ε, two-layer-zonal near-wall treatment.
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8].
e
50
method are not violated at the minimum and maxim
values of the flow rate, respectively. In the present cas
was ensured that the condition ofy+ > 15 was fulfilled even
for the minimum flow rates for the 80% relative amplitud
using the wall-functions approach. On the other hand, it
also ensured that the condition ofy+ < 1.0 was fulfilled
even for the maximum flow rates for the 80% relat
amplitude, when using the two-layer-zonal approach.

Radial profiles of the viscosity ratio(µT /µL), the axial
velocity and the temperature at the measuring section, fo
temporally minimum flow rate of 80% relative amplitud
as predicted by three turbulence models, are illustrate
Fig. 4.

For the predictions using the wall-functions method,
gap observed beyond the right-hand edge of the curve
Fig. 4, indicate the near-wall region, which was not resol
by the grid, but modelled by the wall-functions approa
In Fig. 4, one can see that the models predict qualitativ
quite similar curves, whereas remarkable local quantita
deviations within the range of approx.±10% may also be
observed. However, the wall heat flux values predicted by
three models have been rather close to each other, scat
within the range of approx.±2%.

According to the predictions, the temporal oscillatio
have shown no substantial influence on the time-avera
heat transfer, for the considered cases. The time-averag
heat flux values for the oscillating cases were practic
equal to that of the steady-state case values (the t
averaged wall heat flux exceededthe steady state value on
by 1%, for the case with 80% relative amplitude). This fin
ing is in agreement with the experimental observations [

The temporal variation of thecentreline velocity and th
wall heat flux for different relative amplitudes (10, 30,
and 80%) are illustrated in Fig. 5.
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ight

de
Fig. 5. Transient response to sinusoidal flow rate variations, above: centreline velocity, below: wall heat flux, relative amplitude: 10, 30, 50, 80%,from left to
right (p: predictions,m: measurements).

Fig. 6. Predicted wall heat flux compared with ensemble averaged measurements for one period, relative amplitude: 10, 30, 50, 80%, from left to r
(p: predictions,m: measurements).

Table 2
Heat flux response delay time as fraction of period

Delay time/period

10% amplitude 30% amplitude 50% amplitude 80% amplitu

Experiments 0.13 0.13 0.16 0.21
Predictions 0.04 0.04 0.05 0.06
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The displayed measured values of the wall heat flux wer
obtained by a single measurement, and are highly osc
tory. A clearer comparison can be obtained based on
ensemble averaged measurements. Fig. 6 presents the pre
dicted time variations of the heat flux, normalized by
time-averaged value, compared with those obtained by
semble averages of the measurements (obtained by av
ing for about 1000 ensembles), for the cases illustrate
Fig. 5, only for one period of time.

One can see in Fig. 6 thatthe peak values of th
normalized heat flux are generally under-predicted up
40% by the computations. Note that the experimental cu
shapes are rather sinusoidal for low relative amplitu
(10%), but deviate from this form and become rather n
sinusoidal for higher relative amplitudes, especially for
-

and 80%. This may be attributed to increased low Reyn
number effects around temporally minimum flow rat
during the oscillations. For the predictions, this tendenc
observed in a weaker manner for 80% relative amplitude

One can see in Figs. 5 and 6 that there is a delay in
response of the wall heat flux to the velocity oscillatio
especially for the high amplitudes, which is under-predic
by the computations. The predicted delay time of the w
heat flux to the velocity oscillations are compared with
measured values in Table 2, as fractions of a period.
can see that the modelling under-predicts the experimen
observed delay quite substantially.

This behaviour, i.e., the inability of the calculations
properly predict the delay in the response of the wall h
flux was also observed for pulse-like changes, especially
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those with smaller Reynolds numbers (Fig 3). Sinuso
oscillations with different frequencies and amplitudes h
also been analysed, where, quite similar tendencies
been observed, as far as the prediction of the delay tim
concerned.

An explanation for the experimental wall heat flux la
ging behind the velocity was given in [8], based on
consideration that the slow-moving fluid near the wall a
the more energetic core region react differently to temp
changes of the flow rate.

However, a substantial effect due to such a mechan
has not been observed in the computations. As alre
mentioned above, different turbulence models with diff
ent near-wall treatments, including the two-layer-zonal one
have also been applied, where no significant improvem
of the prediction of the delay time have been observed.
thermore, the influence of using different boundary con
tions has also been investigated. The predictions show
far, were all obtained by prescribing time dependent m
flow rates at the pipe inlet, assuming a radially constan
let velocity. Instead of this formulation, computations ha
also been carried out by prescribing time dependent, rad
ally constant total pressures at the inlet, which allows m
flexibility on the resulting velocity profile, and may be a
sumed to represent the physical conditions better. Howe
no improvements have been observed in the predictio
the above-mentioned delayed response of the heat flux t
flow rate changes.

4. Conclusions

Unsteady convective heat transfer in turbulent pipe flow
has been investigated computationally by means of t
sient simulations. Different turbulence models have b
used in the investigation. The transient analysis was
ceded by a steady-state study, where no substantial d
ences in performances of the considered two-equation tur
bulence models were observed. In the transient analysis
main emphasis has been placed upon high Reynolds n
ber two-equation turbulence models, augmented by the w
functions approach, where two-layer-zonal models, wh
do not utilize the wall-functions have also been conside
for some cases. Step-like, pulse-like and sinusoidal pertu
tions of the flow rate at various Reynolds number have b
investigated. Results havebeen compared with measur
ments. Predictions have indicated that the sinusoidal
turbations do not substantially influence the time-mean w
heat flux, for the considered cases. This has been in a
ment with the experimental observations. For the pu
like changes, the predictions showed some agreeme
the shapes of the transient curves and in the peak va
of the wall heat flux, whereas the agreement was bette
higher Reynolds numbers. For the sinusoidal perturbati
,

-

-

-

s

the peak values of the wall heat flux were always und
predicted, the maximum deviation being about 40%. In p
like and sinusoidal perturbations, experiments indicate a
lay in the response of the wall heat flux to the change
the flow rate, depending on parameters such as the m
Reynolds number, the relative amplitude, and frequency o
the oscillations. This delay was strongly under-predicted
the modelling.
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